2. Looking at Data-Relationships
Introduction

The first chapter provides the tools to explore several types of variables one by one, but in most instances the data of interest are a collection of variables that may exhibit some kind of relationships between variables. 
Typically, these relationships are more interesting than the behavior of the variables individually. If we think that one of the variables, x, may explain or even cause changes in another variable, y, we call x an explanatory or predictor variable and y a response variable. 

  Response Variable, Explanatory Variable

A response variable measures an outcome of a study. An explanatory variable explains or causes in the response variables. 

Example
Alcohol has many effects on the body. To study this effect, researchers give several different amounts of alcohol to mice, then measure rhe change in each mouse’s body temparature in the 15 minutes after taking the alcohol. What is the explanatory variable and the response variable?

Explanatory variable = Amount of alcohol
Response variable = Change in body
Example
A political scientist looks at the Democrats’ share of the popular vote for president in each state in the two most recent presidential elections. She does not wish to explain one year’s data by the other’s, but rather to find a pattern that may shed light on political conditions. The political scientist has two related variables, but she does not use the explanatory-response distinction. A political consultant looks at the same data with an one of several explanatory variables in a model to predict how the state will vote in the next election. What is the explanatory variable and the response variable?

Explanatory variable =The earlier election result
Response variable = The later election result 
2.1. Scatterplots

A graphical display that helps portrary the relationship between two continuous quantitative variables is called a scatterplot. In any scatterplot the y-axis (vertical axis) will be values of the response variable and the x-axis (horizontal axis) will be the explanatory variable. 
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Figure 2.1 State mean SAT scores plotted against the percent of high school seniors in each state who take the SAT exams, for Example 2.3. The point for West Virginia (20% take the SAT, mean score 1032) is highlighted
From an example of a scatterplot see figure 2.1, we can find that the data consist of the mean SAT total score and the percent of high seniors in each state who take the SAT exams. Thus each data point in the scatterplot represents the pair of values (percent taking SAT, and mean SAT total score) for each state. 
From this plot we see that there is a decreasing trend, or negative relationship between the two variables. As the percentage of students taking the SAT increases, the mean SAT mathematics score decreases. 
Does this make sense to you? 
I think what is happening is that in states where only a few students take the SAT, the only students that would be taking it would tend to be elite students that may be trying to attend an elite school outside of their home area. Those students would tend to have higher scores than students in general. Hence the downward pattern. 
Positive Association, Negative Association

Two variables are positively associated when above average values of one tend to accompany above-average values of the other and below-average values also tend to occur together.

Two variables are negatively associated when above-average values of one accompany below-average values of the other, and vice versa.
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Figure 2.2 State mean SAT scores and percent taking the SAT for the northeastern states (plot symbol “e”) and the midwestern states(plot symbol “m”).
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Figure The lengths of two bones in the five surviving fossil specimens of the extinct beast Archaeopteryx

Figure  shows a scatterplot of variables that are positively associated. As the femur lengths increase, the humerus lengths of the subjects also tend to increase. These variables have a positive relationship. 
2.2 Correlation

Scatterplots provide a visual tool for looking at the relationship between two variables. Unfortunately our eyes are not good tools for judging the strength of the relationship. Changes in the scale or the amount of white space in the graph can easily affect our judgement as to the strength of the relationship. Correlation is a numerical measure we will use to show the strength of linear association.
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Figure 2.9 Two scatterplots of the same data

  Correlation 
The correlation measures the direction and strength of the linear relationship between two quantitative variables. Correlation is usually denoted by 
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Suppose that we have data on variables x and y for n individuals. The mean and standard deviations of the two variables are 
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for the x-values, and 
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for the y-values.

The correlation coefficient 
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 between x and y is
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The correlation coefficient 
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  has possible values between negative one and positive one. That is, 
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When 
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 is positive it means that there is a positive linear association between the variables and when it is negative there is a negative linear association. A scatterplot for a dataset with 
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 would have points on a perfectly straight upward sloping pattern. All points would fall on a straight line. A scatterplot for a datset with 
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 would have points on a perfectly straight downward sloping line. A value of 
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 like 
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 would give a scatterplot with a blob shape and no apparent upward or downward trend. 
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Figure 2.10 How the correlation 
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 measures the direction and strength of linear association. 
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Correlation between HR and RBI is 
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= 0.74.

Note
The value of 
[image: image24.wmf]r

 is strongly affected by outliers. Their presence can make the correlation much different than what it might be with the outlier removed.[image: image25.png]
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