1.3 The Normal Distribution 
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Many times we wish to perform more complex tasks and ask more complex questions of our data than a data set alone can do. sometimes we find it desirable to use mathermatical experessions or formula that approximate or model the data.

One such model is to approximate a histogram by a smooth curve or function. This will eliminate lumpiness in the histogram caused by choices of class interval. This type of curve is called a density curve. 
Density Curve 
A density curve is a curve that is always on or above the horizontal axis and has total area exactly 1 underneath it.
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Figure 1.20  (a) The distribution of pH values measuring the acidity of 105 samples of rainwater, for Example 1.21. The roughly symmetric distribution is pictures by both a histogram and a density curve.
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Figure 1.22  (b) The distribution of the survival times of 72 guinea pigs in a medical experiment, for Example 1.21. The right-skewed distribution is pictured by both a histogram and a density curve. 

Example 1.22
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Fig.1.23(a) 0.303
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Fig.1.23(b) 0.293

Relative frequency- the fraction or percent of the observations that fall in each class.

From Example 1.22, the shaded area under the density curve in Fig. 1.23(b) is 0.293, only 0.010 away from the histogram result (0.303).

A density curve describes the overall pattern of a distribution. The area under the curve and above any range of values is the relative frequency of all observations that fall in that range.

The density curve in Figure 1.23 is a normal curve. 
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Figure 1.24(a) A symmetric density curve with its mean and median marked

Density curves, like distributions, come in many shapes. 
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Figure 1.24(b) A right-skewed density curve with its mean and median marked

A mode of a distribution described by a density curve is a peak point of the curve, the location where the curve is highest.

Median and Mean of a Density Curve

The median of a density curve is the equal-areas pont, the point that divides the area under the curve in half. 

The mean of a density curve is the balance point, at which the curve would balance if made of solid material.

The median and mean are the same for a symmetric density curve. They both lie at the center of the curve. The mean of a skewed curve is pulled away from the median in the direction of the long tail.
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Figure 1.25 The mean of a density curve is the point at which it would balance.

Normal Distribution

A normal or bell-shaped density curve is a special and very important type of mathematical model. It is called normal distribution. It has symmetric, single peaked, bell shaped density curve. Draw bell shaped curve. The center of the curve is both the median and the mean denoted by the Greek letter mu, 
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. The amount of spread in a normal density curve is controlled by the Greek letter sigma, 
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, or the standard deviation of the density curve. 

All normal curves have the following property: 

The distance between 
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 and the inflection point is 
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. The inflection point is the place where the density curve changes concavity. This point is  
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 units above the mean 
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. No matter what  
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 and 
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 happen to be for a particular example, this property holds for all normal curves. 
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Figure 1.26 Two normal curves, showing the mean 
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 and standard deviation 
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.
The 68-95-99.7 Rule

In any Normal Distribution: 

· Sixty-eight percent of all observations fall within 
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 units on either side of the mean 
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. 

· 95% of all obs fall within 2 standard deviations 
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's of the mean 
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. 

· 99.7% of all obs fall within 3 standard deviations (
[image: image23.wmf]s

s) of the mean 
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[image: image25]
Figure 1.27
The 68-95-99.7 rule for normal distributions


[image: image26]
Figure 1.28 The 68-95-99.7 rule applied to the heights of young women aged 18 to 24 with 
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Sixty-eight percent of all observations fall between
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Normal Distribution is a good model for some distribution of real data: 

· Tests taken by a broad population (scholastic & psychological). 

· Characteristics of biological population (ex. yields of corn, moisture loss in packages of chicken, lengths of earth worms). 

· Heights and weights, IQ measures. 

To determine if data is normally distributed, a visual representations are very helpful. Things like histograms and stemplots give a picture we can compare to an ideal normal density curve. 

Standard Normal Distribution

A special normal curve to study is the standard normal, with 
[image: image31.wmf]0

=

m

 and 
[image: image32.wmf]1

=

s

. This is special because every normal problem can be converted to a problem about a standard normal. The conversion from a normally distributed variable, X with mean 
[image: image33.wmf]m

 and standard deviation 
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 is carried out by the Z-Score transform given by, 
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There are two steps involved in this computation: 

1. First, subtract the mean 
[image: image36.wmf]m

 from the value of X. This operation will produce a new variable  
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 that is normal with mean zero, and standard deviation still being 
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. 

2. Next, we divide 
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 by the value 
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. This final quantity we call Z has a normal distribution with mean of zero, but now the standard deviation has been changed to one. Voila, a standard normal quantity. 

In short, standardizing is a form of coding that changes the mean to 0 and the standard deviation to 1. It will be helpful for you to be able to sketch a standard normal curve. Here are the steps. 

1. Draw a normal curve first, do your best. 

2. Next, label the center or mean of the curve with zero because standard normal curves have a mean of zero. 

3. Put in scaling by finding the distance from the center to the inflection point. This distance above mu is one unit. Put in a 1, that is one standard deviation above mu. 

4. Continue placing the rest of the scale under the curve using the yardstick for 
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 that you established. 

To do problems using this tool, we need to find how frequently values of z can occur. This is done with the standard normal tables in the book. Table A is a table of areas under the standard normal curve. The table entry for each value z is the area under the curve to the left of z.


[image: image42]

[image: image43]
Figure The area under a standard normal curve to the left of the point z=1.40 is 0.9192. 
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Figure The area under a standard normal curve to the right and left of the point z=-2.15 
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Example 1.30 in Page 65.
X=The SAT score of a randomly chosen student.   X has N(
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=1026, 
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=209).
What percent of all students had SAT scores of at least 820?
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Use the Table A. We see that the proportion of observations less than -0.99 is 0.1611. The area of the right of -0.99 is therefore 1-0.1611=0.8389. This is about 84 percent. 
Example 1.31 in Page 66.

“partial qualifier” if the combined SAT score is at least 720.  We want the proportion of SAT scores in 
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 Since X has N(
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=1026, 
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=209),
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Us the Table A.

Area between -1.46 and -.99

   =(area left of -0.99)-(area left of -1.46)

   = 0.1611-0.0721 =0.0890

About 9% of students taking the SAT would be partial qualifiers in the eyes of the NCAA.
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Example 1.32 in Page 67.

X has N(
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=505, 
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=110).

How high must a student score in order to place in the top 10% of all students taking the SAT?

Look in the body of Table A for the entry closest to 0.9. It is 0.8997. So Z=1.28.

[image: image59.wmf]28

.

1

110

505

=

-

=

X

Z



[image: image60.wmf]8

.

645

110

)

28

.

1

(

505

=

´

+

=

X



[image: image61]

[image: image62]
Figure 1.32 Normal quantile plot of the breaking strengths of wires bounded to a semiconductor wafer, for Example 1.31. This distribution has a normal shape except for outliers in both tails.
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Figure 1.33 Normal quantile plot of the survival times of guinea pigs in a medical experiment, for Example 1.32. This distribution is skewed to the right. 
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Figure 1.32 Normal quantile plot of the acidity (pH) values of 105 samples of rainwater, for Example 1.33. The distribution is roughly normal.  
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That is, the proportion of all SAT-takers who would be NCAA qualifiers is
0.8379, or about 84%.

Unnumbered Figure pg 75
Introduction to the Practice of Statistics, Fifth Edition
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[image: image80.jpg]USE OF NORMAL QUANTILE PLOTS

If the points on a normal quantile plot lie close to a straight line, the
plot indicates that the data are normal. Systematic deviations from
a straight line indicate a nonnormal distribution. Outliers appear as
points that are far away from the overall pattern of the plot.

Definition, pg 81
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