Chapter 4. Probability-The Study of Randomness
4.1 Randomness 

Toss a coin, or choose an SRS. The result can’t be predicted in advance, because the result will vary when you toss the coin or choose the sample repeatedly only after many repetitions.

Example 4.1
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Figure 4.1 The proportion of tosses of a coin that give a head changes as we make more tosses. Eventually, however, the proportion approaches 0.5, the probability of a head. Here are the results of two trials of 5000 tosses each.

Randomness and Probability

We call a phenomenon random if individual outcomes are uncertain but there is nonetheless a regular distribution of outcomes in a large number of repetitions.

For any outcome, its probability is the proportion of times, or the relative frequency, with which the outcome would occur in a long series of repetitions of the process. It is important that these repetitions or trials be independent for this property to hold.

As an example, the number of raisins in little raisin cartons is uncertain, but the packing process tends to form boxes that are alike, and thus forms a regular distribution of the number of raisins in a box. 

You can study random behavior by carrying out physical experiments such as coin tossing or rolling of a die, or you can simulate a random phenomenon on the computer. Using the computer is particularly helpful when we want to consider a large number of trials.
4.2 Probability Models
We start with several definitions: 

Outcome

The result of a random phenomenon is called an outcome. One possible outcome for a coin toss is say, heads or tails.

Sample Space

The sample space S of a random phenomenon is the set of all possible outcomes.

Example 4.3  Toss a coin. There are two possible outcomes, and the sample space is

S = {heads, tails} or more briefly, S = {H,T}.
Example 4.4 Let your pencil point fall blindly into Table B of random digits and record the value of the digit it lands on. The possible outcomes are 

S = {0,1,2,3,4,5,6,7,8,9}.

Example 4.5  Toss a coin four times and record the results. That’s a bit vague. To be exact, record the results of each of the four tosses in order. The sample space S is the set of all 16 strings of four H’s and T’s:
S = { HHHH,    HHHT,    HHTH,     HHTT,
         HTHH,    HTHT,     HTTH,     HTTT,
         THHH,    THHT,     THTH,     THTT,
         TTHH,     TTHT,     TTTH,      TTTT }
Suppose that our only interest is the number of heads in four tosses. The sample space contains only five outcomes:
S = { 0, 1, 2, 3, 4}.
Event

An event is an outcomes of a random phenomenon. That is, an event is a subset of the sample space.

Example 4.7
Take the sample space S for four tosses of a coin to be the 16 possible outcomes in the form HTHH. Then “exactly 2 heads” is an event. Call this event A. The event A expressed as a subset of outcomes is

A={HHTT, HTHT, HTTH, THHT, THTH, TTHH} 

So an event is a collection of outcomes. For a die toss the event even number of dots consists of the set {2,4,6}. 
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Figure 4.2 Venn diagram showing disjoint events A and B.
Here are some rules about probabilities: 

1. A probability of an event or an outcome must be between zero and one. A probability of one means the event is certain to occur (Examples are death and taxes). An event or outcome with probability zero means the event is impossible or certain to not occur. In notation, 
[image: image3.wmf]1

)

(

0

£

£

A

P

. 
2. The probabilities of all the outcomes in the sample space sums to one. Because some outcome must occur on every trial, the sum of the probabilities for all possible outcomes must be exactly 1. In notation, for sample space S, P(S)=1. 

3. The probability of an event happening is simply one minus the event not happening. That is, 
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, or the probability of event A is one minus the probability of A not happening, (
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4. If the events have no outcomes in common the probability of either of them happening is the sum of their probabilities. In notation, P(A or B) = P(A) + P(B). 
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Figure 4.3 Venn diagram showing the complement 
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Let’s look at Example 4.8 in our textbook (page 263).
P(not 18 to 23 years)=1-P(18 to 23 years)

                                  =1-0.57=0.43

P(30 years or over)=

       P(30 to 39 years)+ P(40 years or over)

      =0.14 + 0.12=0.26

Probability for Finite Sample Spaces

When the number of possible outcomes is finite, the probability of any event is simply the sum of the probabilities of individual outcomes. For example, suppose a certain little town the number of children in households with children is 

Outcome         1     2       3       4       5    6 or more

Probability    .15   .55    .10    .10    .05    .05

The probability of two or fewer children is P(1 or 2)=P(1)+P(2)=.15+.55=.7.
Let’s denote A={1,2}. Then P(
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Equally Likely Outcomes

If all outcomes of a random experiment are equally likely, like in a lottery, the probability of an event A is found by dividing the number of outcomes in the event by the total number of outcomes. 
Equally Likely Outcomes

If a random phenomenon has k possible outcomes, all equally likely, then each individual outcome has probability 1/k. The probability of any event A is
          
[image: image12.wmf]S

in

outcomes

of

count

A

in

outcomes

of

count

A

P

=

)

(


                   
[image: image13.wmf]k

A

in

outcomes

of

count

=


As an example, consider the Minnesota Daily 3 lottery. Three digits from 0 to 9 are drawn. You must have them in the exact order to win. There are 1000 possible sequences of 3 digits that are all equally likely (1000=103), and there is only one sequence that will win the prize. Thus the probability of winning the lottery is: one way to win divided by 1000 possible sequences for a probability of 1/1000 or .0001. Other lotteries like the Powerball lottery work with the same basic principle. 

Independent Events

Two events A and B are independent if knowing that one of them has occurred does not change the probability of the other happening. For example a heads on my first toss of a coin does not change the probability of heads of the second toss. These two events are independent. 
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Figure 4.4 Venn diagram showing the event {A and B}. This event consists of outcomes common to A and B.
The Multiplication Rule for Independent Events

Two events A and B are independent if knowing that one occurs does not change the probability that the other occurs. If A and B are independent,

P(A and B)=P(A)P(B)

This is the multiplication rule for independent events.

Example  Toss two fair dice.

Let A={ the sum of the dice equals seven} and

      B={ the first die equals four}.

P(A)=P({(1,6), (2,5), (3,4), (4,3), (5,2), (6,1)})
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P(B)=P({(4,1), (4,2), (4,3), (4,4), (4,5), (4,6)})
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P(A and B)=P({4,3})
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we can show 

P(A and B) 
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Therefore, we can say that A and B are independent.[image: image20.png]









[image: image1][image: image21.jpg]Proportion of heads

1 510 50 100 500 1000 5000
Number of tosses

Figure 4-1
Introduction to the Practice of Statistics, Fifth Edition
© 2005 W. H.Freeman and Company



[image: image22.jpg]Figure 4-2
Introduction to the Practice of Statistics, Fifth Edition
© 2005 W.H.Freeman and Company



[image: image23.jpg]Figure 4-3
Introduction to the Practice of Statistics, Fifth Edition
© 2005 W. H. Freeman and Company

C



_1094818426.unknown

_1094822977.unknown

_1094823046.unknown

_1094823114.unknown

_1107154387.unknown

_1094823079.unknown

_1094823025.unknown

_1094819371.unknown

_1094819468.unknown

_1094818428.unknown

_1094818112.unknown

_1094818182.unknown

_1094817625.unknown

