Chapter 6: Introduction to Inference 

This chapter concerns inference procedures for the population average. You will learn about confidence intervals and significance tests to learn about a population average 
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. The world uses both of these methods and you need to know both also. 

6.1 Estimating with Confidence
If the entire population of SAT scores has mean 
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 and standard deviation 
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, then in repeated samples of size 500 the sample mean 
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) distribution. Let us suppose that we know that the standard deviation 
[image: image7.wmf]s

 of SATM scores in California population is 
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. In repeated sampling the sample mean 
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 follows the normal distribution centered at the unknown population mean 
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 and having standard deviation
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The 68-95-99.7 rule says that the probability is about 0.95 that 
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 will be within 9 points (
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) of the population mean score 
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We say that we are 95% confident that the unknown mean score for a California seniors lies between 
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Figure 6.2 
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=461 lies within 
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 in 95% of all samples, so 
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 also lies within 
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 in  samples from more than 250,000 high school seniors in California.
Confidence intervals

We will use C to stand for the confidence level in decimal form. For example, a 95% confidence level corresponds to C=0.95.
	Confidence Interval


A level C confidence interval for a parameter is an interval computed from sample data by a method that has probability C of producing an interval containing the true value of the parameter

A confidence interval provides an estimate of an unknown parameter of a population or process along with an indication of how accurate this estimate is and how confident we are that the interval is correct. Confidence intervals have two parts. One is an interval computed from our data. This interval typically has the form

estimate 
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margin of error
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Figure 6.3 Twenty-five samples from the population gave these 95% confidence intervals. In the long run, 95% of all samples give an interval that covers 
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Confidence interval for a population mean
The precise formula for calculating a confidence interval for 
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 is: 
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where 
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 is the sample average, 
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 is the standard deviation of the population measurements, and n is the sample size and the z* is a value from the standard normal table(Table D). 
For example if we want a 95 percent confidence interval for 
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, we use z*=1.96. 
Why is this the correct value? 
Well the correct value of z is found by trying to capture probability .95 between two symmetric boundaries around zero in the standard normal curve. This means there is .025 in each tail and looking up the correct upper boundary with .975 to the left gives 1.96 as the correct value of z from table A. Verify that a 90 percent confidence interval will use z*=1.645, and a 99 percent confidence inteval will use 2.576. 
Here are the most important entries from that part of the table:
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	1.645
	1.96
	2.576

	C
	90%
	95%
	99%


So there is probability C that 
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Figure 6.4 The area between - z* and z* under the standard normal curve is C.
Example
Tim Kelly has been weighting himself once a week for several years. Last month his four measurements (in pounds) were 
190.5 189.0 195.5 187.0

Give a 90% confidence interval for his mean weight for last month.

The mean of Tim’s weight reading is
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Examination of Tim’s past data reveals the true standard deviation, that is, 
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For 90% confidence, we see from Table D that z*=1.645. A 90% confidence interval for 
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 is
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=190.5
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                              = 190.5
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2.5
= (188.0, 193.0)
We are 90% confident that Tim’s mean weight last month was between 188 and 193 pounds.
Example
Suppose Tim Kelly had weighted himself only once last month, and that his one observation was 
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, the same as the mean 
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 in the previous example. Repeating the calculation n=1 shows that the 90% confidence interval based on a single measurement is
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                              = 190.5
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= (185.6, 195.4)
We are 90% confident that Tim’s mean weight last month was between 185.6 and 195.4 pounds.
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Figure  Confidence intervals for n=4 and n=1, for Examples.
It is useful to notice that the confidence interval has the form

                   estimate 
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margin of error
The margin of error is z*
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Example
Suppose Tim Kelly in the previous Example wants 99% confidence rather than 90%. Table D tells us that for 99% confidence, z*=2.576. The margin of error for 99% confidence based on four repeated measurement is

z*
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=2.576
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=3.9
The 99% confidence interval is
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margin of error = 190.5
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         = (186.6, 194.4)
Requiring 99%, rather than 90%, confidence has increased the margin of error from 2.5 to 3.9.  The following Figure compares the two intervals.


[image: image63]
Figure Confidence intervals for Examples. 
Note

Suppose that you calculate a margin of error and decide that it is too large. Here are your choices to reduce it:

· Use a lower level of confidence (smaller C).

· Increase the sample size (larger n)

· Reduce 
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Choosing the sample size

Sample Size for Desired Margin of Error
The confidence interval for a population mean will have a specified margin of error m when the sample size is
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where m is a margin of error.
Example 
Tim Kelly in Example  has decided that he wants his estimate of his monthly weight accurate to within 2 or 3 pounds with 95% confidence. How many measurements must he take to achieve these margins of error?

 For 95% confidence, Table D gives z*=1.960. For a margin of error of 2 pounds we have
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.
 Tim must take 9 measurements for his estimate to be within 2 pounds of the true value with 95% confidence.

For a margin of error of 3 pounds we have
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Four observations per month would be sufficient. Tim chooses this option.

Note

Remember to always round up to the next highest integer for a sample size n. 
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