2. Methods for Describing Sets of Data
2.1 Describing Qualitative Data 
Definition 2.1

A class is one of the categories into which qualitative data can be classified.
Definition 2.2
A class frequency is the number of observations in the data set falling in a particular class.

Definition 2.3
The class relative frequency is the class frequency divided by the total number of observations in the data set, i.e.,

Class relative frequency = class frequency / n

2.2 Graphical Methods for Describing Quantitative Data 
Dotplot
For example, here is a typical dotplot. 
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Stemplot
A set of data like the number of home runs that Barry Bonds hit can be represented by a list:

16, 25, 24, 19, 33, 25, 34, 46, 37, 33, 42,40, 37, 34, 49, 73, 46, 45, 36. It is very difficult for me or just about anybody else to learn much about this data set from looking at a list of numbers like this, but a stemplot can provide a lot of insight. We use the tens digit as the stem, and the ones digit as the leaves to produce the display.

Excel output 

	Stem-and-Leaf Display

	 Variable:
	 Barry Bonds

	Leaf unit:
	10
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Histograms

Sometimes we have too much data to do a stem plot easily. Then a histogram is a more efficient choice. Here is the algorithm for doing such a plot. 

1. Divide the data into classes of equal width. 

2. Count # of observations in each class. 

3. Draw histogram. Put variable values (classes) on horizontal axis. Frequencies of relative frequencies = freq / total on the horizontal axis. No space between bars. Sum of relative frequencies sum to 1, or 100

From Barry Bonds Home Run Data, We divide eight classes the following way: 

	Class
	# of HR

	 1-10
	0

	11-20
	2

	21-30
	3

	31-40
	8

	41-50
	5

	51-60
	0

	61-70
	0

	71-80
	1


Excel output 
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2.3 Summation Notation 
( means “add up all these numbers” .  
2.4 Numerical Measures of Central Tendency
· Measuring center: 

Mean, Median and Mode 
Definition 2.4
The mean of a set of quantitative data is the sum of the measurements divided by the number of measurements contained in the data set.

One measure of center is the mean or average. The mean is defined as follows, suppose we have a list of numbers denoted,
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. That is, there are n numbers in our list. The mean or average x-bar (
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) of our data is defined by adding up all the numbers and dividing by the number of numbers. In symbols this is, 
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Please look at Example 2.3 at page 56 in our textbook.
Symbols for the Sample Mean and the Population Mean

The symbols for the mean are
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 = Sample mean
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 = Population mean

Definition 2.5
The median M of a quantitative data set is the middle number when the measurements are arranged in ascending (or descending) order.
How to find the median.

1. Order observations from smallest to largest. 

2. If n is odd, the median is the value of the center observaton. Location is at (n+1) / 2 in the list. 

3. If n is even, the median is defined to be ther average of the two center observations in the ordered list. 
Please look at Example 2.5 at page 58 in our textbook.

Comparing the Mean and the Median

Please look at page 58 in our textbook.

· Right Skewed Curve

· Normal (Bell-shaped) Curve

· Left Skewed Curve
Definition 2.8
The mode is the measurement that occurs most frequently in the data set. 

Please look at Example 2.7 at page 60 in our textbook.

2.5 Numerical Measures of Variability

· Measuring spread: 

Range, Sample Variance, and Sample Standard Deviation
Definition 2.9
The range of a quantitaive data set is equal to the largest measurement minus the smallest measurement.

Definition 2.10
The sample variance for a sample of n measurements is equal to the sum of the squared distances from the mean divided by (n-1). In symbols, using 
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 to represent the sample variance,
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Note: A shortcut formula for calculating 
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Definition 2.11
The sample standard deviation, 
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, is defined as the positive square root of the sample variance, 
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Symbols for Variance and Stardard Deviation
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      = Sample standard deviation
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 = Population variance
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    = Population standard deviation

If  
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 is large when the observations are widely spread about the mean, and  
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 is small when the data are closely clustered about the mean. The value 
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 goes between zero and infinity. A value like 
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 would mean all the values in the dataset had the same value, and thus no spread at all in their values. 
Please look at Example 2.9 , page 70 in our textbook.

Please look at Example 2.10 , page 70 in our textbook.

2.6 Interpreting the standard deviation

The 68-95-99.7 Rule

In any Normal Curve: 

· Sixty-eight percent of all observations fall within 
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 units on either side of the mean 
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· 95% of all obs fall within 2 standard deviations 
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's of the mean 
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· 99.7% of all obs fall within 3 standard deviations 
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's of the mean 
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Chebyshev’s Rule

Chebyshev’s Rule applies to any data set, regardless of the shape of the frequency distribution of the data. 

· No useful information is provided on the fraction of measurements that fall within 1 standard deviation of the mean, i.e., within the interval (
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) for populations. 
· At least ¾ of the measurements will fall within the interval (
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) for populations. 
· At least 8/9  of the measurements will fall within the interval (
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) for populations. 
Please look at Example 2.11 , page 74 in our textbook.

Please look at Example 2.13 , page 76 in our textbook.

2.7 Numerical Measures of Relative Standing 
Definition 2.12
For any set of n mesarements (arranged in ascending or descending order), the p-th percentile is a number such that p% of the measurements fall below the pth percentile and (100-p)% fall above it. 

Standard Normal Distribution

A special normal curve to study is the standard normal, with 
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. This is special because every normal problem can be converted to a problem about a standard normal. The conversion from a normally distributed variable, X with mean 
[image: image57.wmf]m

 and standard deviation 
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 is carried out by the Z-Score transform given by, 
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Definition 2.13
The sample z-score for a mesurement x is
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The population z-score for a mesurement x is
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Please look at Example 2.15 , page 82 in our textbook.

Interpretation of z-Scores for Mound-Shaped Distribution of Data

· Approximately 68% of the measurements will have a z-score between -1 and 1.

· Approximately 95% of the measurements will have a z-score between -2 and 2.

· Approximately 99.7% of the measurements will have a z-score between -3 and 3.

2.8 Methods for Detecting Outliers 
Sometimes it is important to identify inconsistent or unusual measurements in a data set. An observation that is unusually large or small relative to the data values we want to describe is called an outlier.

Definition 2.14
An observation (or measurement) that is usually large or small relative to the other vlaues in a data set is called an outlier. Outliers typically are attributable to one of the following causes:

1. The measurement associated with the outlier may be invalid. 

2. The measurement comes from a different population.

3. The measurement is correct, but represents a rare (chance) event.

Measures Based on the Quartiles  
We can now define some special percentiles: 

· The first quartile Q1 is the 25th percentile, 25 percent of the observations in a list are smaller than Q1. 

· The second quartile, Q2 is the 50th percentile, or the median. About half the data are less than this value Q2. 

· The third quartile, Q3 is the 75th percentile, about 75 percent of the observations are below this value Q3. 

Notice that these three quartiles cut the data set into four parts, hence the name quartiles: 1) the part between the minimum and Q1 (25%), 2) the part between Q1 and Q2 (25%), 3) the part between  Q2 and Q3 (25%), and 4) the part between Q3 and the maximum (25%). 

How to find the quartiles.

1. Arrange the observations in increasing order and locate the median M in the ordered list of observations. 
2. The first quartile Q1 is the median of the observations whose position in the ordered list is to the left of the location of the overall median. 
3. The third quartile Q3 is the median of the observations whose position in the ordered list is to the right of the location of the overall median. 
Boxplot 
A boxplot is a graph of the five-number summary.

· A central box spans the quartiles Q1 and Q3.

· A line in the box marks the median M.

· Lines extend from the box out to the smallest and largest observations. 

A measure of spread based on these quartiles is the Interquartile range IQR =Q3 - Q1, the distance between the quartiles. The IQR gives the spread in data values covered by the middle half of the data. 

The quartiles in IQR give a good measure of spread because they are not sensitive to a few extreme observations in the tails. Thus, when a dataset has outliers or skewness the IQR is an appropriate summary measure. 

A common rule of thumb for detecting outliers is that 1.5 times IQR should contain most of the data. Values in the dataset that are either bigger than 1.5* IQR+Q3 or values less than Q1 - 1.5* IQR are often flagged for further consideration as potential outliers. 
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*Note the huge gap between the 40s and 70 !!!!
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