3. Probability
3.1 Events, Sample Spaces, and Probability 
Definition 3.1

An experiment is an act or process of observation that leads to a single outcome that cannot be predicted with certainty.

Definition 3.2
A sample point is the most basic outcome of an experiment.
Definition 3.3
The sample space S of an experiment is the collection of all its sample points.

Definition 3.4
An event is a subset of the sample space.

Here are probability rules for sample points: 

1. All sample point probabilities must lie between zero and one.
2. The probabilities of all the sample points within a sample space must sum to 1.
Example  Toss a coin. There are two possible sample points, and the sample space is

S = {heads, tails} or more briefly, S = {H,T}.

Example  Toss a coin four times and record the results. That’s a bit vague. To be exact, record the results of each of the four tosses in order. The sample space S is the set of all 16 strings of four H’s and T’s:

S = { HHHH,    HHHT,    HHTH,     HHTT,

         HTHH,    HTHT,     HTTH,     HTTT,

         THHH,    THHT,     THTH,     THTT,

         TTHH,     TTHT,     TTTH,      TTTT }

Suppose that our only interest is the number of heads in four tosses. The sample space contains only five outcomes:

S = { 0, 1, 2, 3, 4}.

Probability of an Event

The probability of an event A is calculated by summing the probabilities of the sample points in the sample space for A
Please look at Example 3.4 at page 126 in our textbook.

Example
Take the sample space S for four tosses of a coin to be the 16 possible outcomes in the form HTHH. Then “exactly 2 heads” is an event. Call this event A. The event A expressed as a subset of outcomes is

A={HHTT, HTHT, HTTH, THHT, THTH, TTHH} 
P(A)=P({HHTT, HTHT, HTTH, THHT, THTH, TTHH})
=P({HHTT})+P({HTHT})+P({HTTH})+P({THHT})+P({THTH})+P({TTHH})= 6/16=3/8

3.2 Unions and Intersections 
Definition 3.5
The union of two events A and B is the event that occurs if either A or B or both occur on a single performance of the experiment. We denote the union of events A and B by the symbol 
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 consists of all the sample points that belong to A or B or both.
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Figure. Venn diagram showing disjoint events A and B.
Definition 3.5
The intersection of two events A and B is the event that occurs if both A and B occur on a single performance of the experiment. We denote the intersection of events A and B by the symbol 
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 consists of all the sample points that belong to A and B.

Please look at Example 3.8 at page 134 in our textbook.

Please look at Example 3.9 at page 135 in our textbook.

3.3 Complementary Events 
Definition 3.7
The complement of an event A is the event that A does not occur- that is, the event consisting of all sample points that are not in event A. We denote the complement of A by 
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Here are some rule about probabilities: 

The probability of an event happening is simply one minus the event not happening. That is, 
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, or the probability of event A is one minus the probability of A not happening, (
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 complement). 
If the events have no outcomes in common the probability of either of them happening is the sum of their probabilities. In notation, P(A or B) = P(A) + P(B).
Please look at Example 3.11 at page 138 in our textbook.

For example, suppose a certain little town the number of children in households with children is 

Outcome         1     2       3       4       5    6 or more

Probability    .15   .55    .10    .10    .05    .05

The probability of two or fewer children is P(1 or 2)=P(1)+P(2)=.15+.55=.7.
Le’s denote A={1,2}. Then P(
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[image: image11.wmf]c

A

)?

[image: image12.wmf])

(

1

)

(

c

A

P

A

P

-

=

= 1 - .7 = .3 .
3.4 The Additive Rule and Mutually Exclusive Events 

Additive Rule of Probability
The probability of the union of events A and B is the sum of the probability of events A and B minus the probability of the intersection of events A and B, that is

P(
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Please look at Example 3.13 at page 140 in our textbook.
Definition 3.8
Events A and B are mutually exclusive if 
[image: image16.wmf]B

A

I

 contains no sample points, that is, if A and B have no sample points in common.

Probability of Union of Two Mutually Exclusive Events
If two events A and B are mutually exclusive, the probability of the union of A and B equals the sum of the probabilities of A and B; that is,

P(
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Please look at Example 3.14 at page 141 in our textbook.

3.5 Conditional Probability

The new notation 
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 is a conditional probability. That is, it gives the probability of one event under the condition that we know another event. You can read the bar | as “given the information that.”

Formula for P(
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To find the conditional probability that event A occurs given that event B occurs, divide the probability that both A and B occur by the probability that B occurs, that is,
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We assume that 
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Example  Let’s define two events:
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 = the woman chosen is young, ages 18 to 29
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 = the woman chosen is married

The probability of choosing a young woman is


[image: image25.wmf]217

.

0

870

,

103

512

,

22

)

(

=

=

A

P

 .

The probability that we choose a woman who is both young and married is
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The conditional probability that a woman is married when we know she is under age 30 is
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Please look at Example 3.16 at page 148 in our textbook.

3.6 The Multiplicative Rule and Independent Events

Multiplication Rule of Probability
The probability that both of two events A and B happen together can be found by
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Example  Slim is still at the poker table. At the moment, he wants very much to draw two diamonds in a row. As he sits at the table looking at his hand and at the upturned cards on the table, Slim sees 11 cards. Of these, 4 are diamonds. The full deck contains 13 diamonds among its 52 cards, so 9 of the 41 unseen cards are diamonds. To find Slim’s probability of drawing two diamonds, first calculate
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Multiplication rule 
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now says that 
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Slim will need luck to draw his diamonds.

Please look at Example 3.17 at page 149 in our textbook.

Probability Trees

Many probability and decision making problems can be conceptualized as happening in stages, and probability trees are a great way to express such a process or problem. 
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Example There are two disjoint paths to B (professional play). By the addition rule, P(B) is the sum of their probabilities. The probability of reaching B through college (top half of the tree) is
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The probability of reaching B without college (bottom half of the tree) is
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About 9 high school atheletes out of 10,000 will play professional sports.

Independent Events

Two events A and B that both have positive probability are independent if 
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When events A and B are independent, it is also true that 
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Events that are not independent are said to be dependent.
Please look at Example 3.19 at page 152 in our textbook.

Please look at Example 3.20 at page 152 in our textbook.

Probability of Intersection of Two Independent Events

If events A and B are independent, the probability of the intersection of A and B equals the product of the probabilities of A and B; that is 
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The converse is also true: If 
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then events A and B are independent.
3.7 Random Sampling

Definition 3.10
If n elements are selected from a population in such a way that every set of n elements in the population has an equal probability of being selected, the n elements are said to be a random sample.

A method of determining the number of samples is to use combinatorial mathematics. The combinatorial symbol for the number of different ways of selecting n elements from N elements is 
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,which is read “the number of combinations of N elements taken n at a time.” The formula for calculating the number is
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where “!” is the factorial symbol and is shorthand for the following multiplication:
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Thus, for example, 
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Please look at Example 3.25 at page 166 in our textbook.

Please look at Example 3.26 at page 166 in our textbook.
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[image: image54.jpg]TABLE 4.1 Age and marital status of women
(thousands of women)

Age

18t029 30to 64 65andover Total

Married 7,842 43,808 8,270 59,920
Never married 13,930 7,184 751 21,865
Widowed 36 2,523 8,385 10,944
Divorced 704 9,174 1,263 11,141

Total 22,512 62,689 18,669 103,870
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