5. Continuous Random Variables
5.1 Continuous Probability Distribution
Continuous Random variable

A continuous random variable takes all values in an interval of numbers. The probability distribution of X is described by a density curve. The probability of any event is the area under the density curve and above the values of X that make up the event.
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Figure  The probability distribution of a continuous random variable assigns probabilities as area under a density curve.
The probability associated with a particular value of x is equal to 0; that is, P(x=a)=0 and hence 
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5.2 The Uniform Distribution

Continuous random variables that appear to have equally likely outcomes over their range of possible values possess a uniform probability distribution, perhaps the simplest of all continuous probability distributions.
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Figure  Assigning probabilities for generating a random number between 0 and 1. The probability of any interval of numbers is the area above the interval and under the curve.

Suppose the random variable x can assume values only in an interval 
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  is constant in that interval and equals 1/(d-c). Therefore, the total area under 
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Probability Distribution, Mean, and Standard Deviation of a Uniform Random Variable x 
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Let’s look at Example 5.1 in our textbook (page 240).

5.3 The Normal Distribution

Probability Distribution for a Normal Random Variable x 
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where
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 Mean of the normal random variable x
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Definition 5.1
The standard normal distribution is a normal distribution with 
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. A random variable with a standard normal distribution, denoted by the symbol z, is called a standard normal random variable. 

Let’s look at Examples 5.2 through 5.5 in our textbook (page 246).

Normal distributions as probability distributions

In the language of random variables, if x has the 
N(
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is a standard normal random variable having the distribution N(0,1).
Let’s look at Example 5.6 and 5.7 in our textbook (page 249).

Here are the steps for finding a Probability Corresponding to a normal Random variable. 

1. Draw a normal curve first, do your best. 

2. Next, label the center or mean of the curve with zero because standard normal curves have a mean of zero. 

3. Put in scaling by finding the distance from the center to the inflection point. This distance above mu is one unit. Put in a 1, that is one standard deviation above mu. 
4. Use Table IV in Appendix A to find the areas corresponding to the z-values.
Let’s look at Examples 5.8 through 5.10 in our textbook (page 254).
5.4 Descriptive Methods for Assessing Normality
Determining Whether the Data Are From an Approximately Normal Distribution
1. Construct either a histrogram or stem-and-leaf display for the data and note the shape of the graph. If the data are approximately normal, the shape of the histogram or stem-and-leaf display will be similar to the normal curve.

2. Compute the intervals (
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) determine the percentage of measurements falling in each. If the data are approximately normal, the percentage will be approximately equal to 68%, 95%, and 100%, respectely.

3. Find the interquartile range, IQR, and standard deviation,s, for the sample, then calculate the ratio IQR/s. if the data are approximately normal, then IQR/s = 1.3 .

4. Construct a normal probability plot for the data. If the data are approximately normal, the point will fall (approximately) on a straight line.

Definition 5.2
A normal probability plot for a data set is a scatterplot with the ranked data values on one axis and their corresponding expected z-scores from a standard normal distribution on the other axis. 
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Arc 1.06, rev July 2004, Sun Sep 19, 2004, 22:52:29.  Data set name: baseball

Performance/Salary Data for Major League Baseball teams in 1995.  From

Samaniego, F. J. and Watnik, M. R. (1997).  "The Separation Principle in

Linear Regression."  Journal of Statistics Education, Vol. 5, Number 3,

available at http://www.stat.ncsu.edu:80/info/jse/v5n3/samaniego.html.

Name     Type    n    Info

Hitpay   Variate 28   Payroll of non-pitchers only

Payroll  Variate 28   Total payroll, millions of dollars
Pitchpay Variate 28   Payroll of pitchers only

Wins     Variate 28   Number of games won

Team     Text    28   Team name
Let’s look at Example 5.11 in our textbook (page 262).
5.6 The Exponential Distribution
The exponential distribution is an example of a skewed distribution. It is a popular model for populations such as the length of time a light bulb lasts. For this reason, the exponential distribution is sometimes called the waiting time distribution.
Probability Distribution for an Exponential Random Variable x 
The Probability density function: 
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Mean: 
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 Let’s look at Example 5.13  and 5.14 in our textbook (page 277).[image: image39.png]
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