7. Inference Based on a Single Sample: Estimation with Confidence Intervals
In this chapter, we’ll put all the preceding material into practice; that is, we’ll estimate population means and proportions based on a single sample selected from the population of interest. 
7.1 Large-Sample Confidence Interval for a Population Mean
According to the Central Limit Theorem, the sampling distribution of the sample mean is approximatley normal for large samples. Let us calculate the interval
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That is, we form an interval 4 standard deviations wide – from 2 standard deviation below the sample mean to 2 standard deviations above the mean.  
Definition 7.1
An interval estimater (or confidence interval ) is a formula that tells us how to use sample data to calculate an interval that estimates a population parameter.

Definition 7.2
The confidence coefficient is the probability  that an interval estimator encloses the population parameter – that is, the relative frequency with which the interval estimator encloses the population parameter when the estimator is used repeatedly a very large number of times. The confidence level is the confidence coefficient expressed as a percentage.

A confidence interval provides an estimate of an unknown parameter of a population or process along with an indication of how accurate this estimate is and how confident we are that the interval is correct. Confidence intervals have two parts. One is an interval computed from our data. This interval typically has the form
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Figure Twenty-five samples from the population gave these 95% confidence intervals. In the long run, 95% of all samples give an interval that covers 
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Large-Sample Confidence interval for a population mean

The precise formula for calculating a confidence interval for 
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 is: 
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where 
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 is the sample average, 
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 is the standard deviation of the population measurements, and n is the sample size and the 
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 is a value from the standard normal table(Table IV). 
Note: When 
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 is unknown (as is almost always the case) and 
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where s is the sample standard dviation.
Assumptions: None, since the Central Limit Theorem guarantees that the sampling distribution of  
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 is approximately normal.
For example if we want a 95 percent confidence interval for 
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, we use 
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 =1.96. 
Why is this the correct value? 
Well the correct value of z is found by trying to capture probability .95 between two symmetric boundaries around zero in the standard normal curve. This means there is .025 in each tail and looking up the correct upper boundary with .475 to the left gives 1.96 as the correct value of z from table IV. Verify that a 90 percent confidence interval will use 
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 =1.645, and a 99 percent confidence inteval will use 2.576. 
Here are the most important entries from that part of the table:
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	1.645
	1.96
	2.576

	100(1-
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	90%
	95%
	99%


So there is probability C that 
[image: image22.wmf]x

 lies between
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Figure The area between - z* and z* under the standard normal curve is C.

Let’s look at Example 7.1 in our textbook (page 326).

Interpretation of a Confidence Interval for a Population Mean

When we form a 100(1-
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)% confidence interval for 
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 , we usually express our confidence in the interval with a statement such as. “We can be 100(1-
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)% confidence that 
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 lies between the lower and upper bounds of the confidence interval.” 
7.2 Small-Sample Confidence Interval for a Population Mean
In Chapter 6, we considered the (unrealistic) situation in which we knew the population standard deviation 
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. In this section, we consider the more realistic case where 
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 is not known and we must estimate 
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 from our SRS by the sample standard deviation 
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. In Chapter 6 we used the one-sample z statistic
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which has the N(0,1) distribution.
Replacing 
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 by 
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, we now use the one sample t statistic


[image: image37.wmf]n

s

x

t

m

-

=


which has the t distribution with n-1 degrees of freedom.

When 
[image: image38.wmf]s

 is not known, we estimate it with the sample standard deviation 
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, and then we estimate the standard deviation of 
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	Standard Error


When the standard deviation of a statistic is estimated from the data, the result is called the standard error of the statistic. The standard error of the sample mean is 
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	The t Distributions


Suppose that an SRS of size n is drawn from an N(
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,
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) population. Then the one-sample t statistic
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has the t distribution with n-1 degrees of freedom.

Degrees of freedom
There is a different t distribution for each sample size. A particular t distribution is specified by giving the degrees of freedom. The degrees of freedom for this t statistic come from the sample standard deviation 
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 in the denominator of t.
History of Statistics

The t distribution were discovered in 1908 by William S. Gosset. Gosset was a statistician employed by the Guinness brewing company, which required that he not publish his discoveries under his own name. He therefore wrote under the pen name “Student.” The t distribution is called “Student’s t” in his honor.
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Figure. Density Curve for the standard normal and t(5) distributions. Both are symmetric with center 0. The t distributions have more probability in the tails than does the standard normal distribution due to the extra variability caused by substituting the random variable 
[image: image48.wmf]s

 for the fixed parameter 
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We use t(k) to stand for the t distribution with k degrees of freedom.

	The One-Sample t Confidence Interval


Suppose that an SRS of size n is drawn from a population having unknown mean 
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. A level C confidence interval for 
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where 
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 is the value for the t(n-1) density curve with area C between –
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. This interval is exact when the population distribution is normal and is approximately correct for large n in other cases.

So the Margin of error for the population mean when we use the data to estimate 
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Example  In fiscal year 1996, the U.S. Agency for international Development provided 238,300 metric tons of corn soy blend (CSB) for development programs and emergency relief in countries throughout the world. CSB is a high nutritious, low-cost fortified food that is partially precooked and can be incorporated into different food preparations by the recipients. As part of a study to evaluate appropriate vitamin C levels in this commodity, measurements were taken on samples of CSB produced in a factory.

The following data are the amounts of vitamin C, measured in miligrams per 100 grams of blend (dry basis), for a random sample of size 8 from a production run:

2.1 26, 31, 23, 22, 11, 22, 14, 31

We want to find 95% confidence interval for 
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, the mean vitamin C content of the CSB produced during this run. This sample mean is 
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 with degrees of freedom n-1=7. The standard error is
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From Table VI we find t*=2.365. The 95% confidence interval is
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We are 95% confident that the mean vitamin C content of the CSB for this run is between 16.5 and 28.5 mg/100 g.
Let’s look at Example 7.2 in our textbook (page 337).
7.3 Large-Sample Confidence Interval for a Population Proportion
Let’s look at Example 7.3 in our textbook (page 343).
Sample Distribution of 
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· The mean of the sampling distribution of 
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· The standard deviation of the sampling distribution of 
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· For large samples, the sampling distribution of 
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 is approximately normal. A sample size is considered large if the interval 
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Large-Sample Confidence Interval for 
[image: image75.wmf]p


          
[image: image76.wmf]±

p

ˆ

 
[image: image77.wmf]p

z

ˆ

2

/

s

a

=
[image: image78.wmf]±

p

ˆ

 
[image: image79.wmf]n

pq

z

2

/

a


       
[image: image80.wmf]±

»

p

ˆ

 
[image: image81.wmf]n

q

p

z

ˆ

ˆ

2

/

a


where 
[image: image82.wmf]n

x

p

=

ˆ

 and 
[image: image83.wmf]p

q

ˆ

1

ˆ

-

=


Note: When n is large, 
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Let’s look at Example 7.4 in our textbook (page 345).
Adjusted (1-
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  is the adjusted sample proportion of observations with the characteristic of interest, x is the number of successes in the sample, and n is the sample size.

Let’s look at Example 7.5 in our textbook (page 347).
7.4 Determining The Sample Size 
Sample Size Determination for  (1-
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)100% Confidence Intervals for 
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In order to estimate 
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 to within a bound B with (1-
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)100% confidence, the required sample size is found as follows:
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The solution can be written in terms of B as follows:
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The value of 
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 is usually unknown. It can be estimated by the standard deviation s from a prior sample. Alternatively, we may approximate the range R of observations in the population, and (conservatively) estimate 
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Let’s look at Example 7.6 in our textbook (page 352).
Sample Size Determination for  (1-
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)100% Confidence Intervals for p 
In order to estimate a binomial probability 
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 to within a bound B with (1-
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)100% confidence, the required sample size is found by solving the following equation for n:
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The solution can be written in terms of B as follows:
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Since the value of the product 
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 is unknown, it can be estimated by using the sample fraction of successes, 
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, form a prior sample. 
Remember (Table 7.5) that the value of 
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 is at its maximum when 
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 equals 0.5, so that you can obtain conservatively large values of n by approximating  
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 by 0.5 or values close to 0.5. In any case, you should round the value of n obtained upward to ensure that the sample size will be sufficient to achieve the specified reliability.

Let’s look at Example 7.7 in our textbook (page 354).
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