8. Inference Based on a Single Sample: Tests of Hypothesis
We’ll see how to utilize sample information to test what the value of a population parameter may be. This type of inference is called a test of hypothesis. We’ll also see how to conduct a test of hypothesis about a population mean and a population proportion. 
8.1- 8-3 Large-Sample Test of Hypothesis about a Population Mean

A test of significance consists of four steps: 

1. Specify the null and alternative hypotheses. 

2. Calculate the test statistic. 

3. Calculate the P-value. 

4. Give a complete conclusion. 

Null Hypothesis
The statement being tested in a test of significance is called the null hypothesis. The test of significance is designed to assess the strength of the evidence against the null hypothesis. Usually the null hypothesis is a statement of “no effect” or “no difference”.

We abbreviate “null hypothesis” as 
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 and “alternative hypothesis” as 
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. These are statements about a parameter in the population, or beliefs about the truth. The alternative hypothesis is usually what the investigator wishes to establish or prove. The null hypothesis is just the logical opposite of the alternative. 
Example Suppose we work for a consumer testing group that is to evaluate a new cigarette that the manufacturer claims has low tar (average less than 5mg per cig). 
From our perspective,

the alternative hypothesis is 
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 because we will only be concerned or care if the average is too high or not consistent with what the tobacco company claims. 
The null hypothesis is then 
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, or the opposite of the alternative. These are both statements about the true average tar content of the cigarettes, a parameter. 
Three possible cases for hypotheses:

	Case 1
	Case 2
	Case 3
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The symbol 
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 stands for the value of mu that is assumed under the null hypothesis.
Test statistics
In the second step we summarize the experimental evidence into a summary statistic. 

From Example, suppose there were n=36 cigarettes tested and they had 
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. We summarize this information with a z-statistic. The test statistic for this problem is: 
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What does z-value mean? 

Well, it is usually easier to discuss such things in terms of probabilities. The test statistic is used to compute a P-value which is the probability of getting a test statistic at least as extreme as the z-value observed, where the probability is computed when the null hypothesis is true. This is what the third step in the process is about. 

P-values
Null Hypothesis
The probability, computed assuming that 
[image: image15.wmf]0

H

 is true, that the test statistic would take a value as extreme or more extreme than that actually observed is called the P-value of the test. The smaller the P-value, the stronger the evidence against 
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 provided by the data.
The second definition is easier to understand. The P-value is the tail area associated with the calculated test statistic value in the distribution we know it has if the null hypothesis is a true. From both of these statements you can see that the P-value is a probability. 

From our tobacco example the P-value is the probability of observing a value of z more extreme than 2.5. What does more extreme mean here? It is specified by the direction of the alternative hypothesis, in our problem it is greater than. This means that the P-value we want is 
P(Z 
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2.5) = 1-P(Z
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2.5) = 1-.9938 =.0062.
Now it is time for the fourth step in a test: the conclusion. We can compare the P-value we calculated with a fixed value that we regard as decisive. The decisive value of P is called the significance level. It is denoted by 
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, the Greek letter alpha.
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 P(Type I error)
=  P( Rejecting the null hypothesis when 

         in fact the null hypothesis is true)
Statistical Significance
If the P-value is as small or smaller than 
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, we say that the data are statistically significant at level 
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 or we say that “Reject Null hypothesis (
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) at level 
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”.  

If we choose 
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=0.05,from our tobacco example, the P-value is .0062. 

Since P-value = .0062 is less than 
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=0.05, we say that “Reject Null hypothesis (
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Note
We usually choose 
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=0.05 or 
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=0.01. But if we choose 
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=0.01 then we are insisting on stronger evidence against 
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compared to the case of 
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=0.05. In our course, I will ask a statistical significance when 
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A test of significance is a recipe for assessing the significance of the evidence provided by data against a null hypothesis. The four steps common to all tests of significance are as follows:
1. State the null hypothesis 
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 and the alternative hypothesis
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. The test is designed to assess the strength of the evidence against 
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 ; 
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 is the statement that we will accept if the evidence enables us to reject 
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.
2. Calculate the value of the test statistic on which the test will be based. This statistic usually measures how far the data are from 
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.

3. Find the P-value for the observed data. This is the probability, calculated assuming that 
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 is true, that the test statistic will weigh against 
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 at least as strongly as it does for these data.

4. State a conclusion. One way to do this is to choose a significance level 
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, how much evidence against 
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 you regard as decisive. If the P-value is less than or equal to 
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, you conclude that the alternative hypothesis is sufficient evidence to reject the null hypothesis. 
Here is the conclusion for our example problem. 

We have evidence for the alternative hypothesis that 
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 the average tar content is actually above 5 mg per cig. This contradicts the company claim that this is a low-tar cig. Let's dial lawyers and start the complaining process with the tobacco industry. 
Z Test for a Population Mean
 To test the hypothesis 
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 based on an SRS of size n from a population with unknown mean and known standard deviation 
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, compute the test statistics  
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In terms of a standard normal random variable Z, the P-value for a test of 
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These P-values are exact if the population distribution is normal.
Let’s look at Example 8.1 in our textbook (page 378).
Let’s look at Example 8.2 in our textbook (page 379).
Let’s look at Example 8.3 in our textbook (page 385).
Let’s look at Example 8.4 in our textbook (page 386).
8.4 Small-Sample Test of Hypothesis about a Population Mean

	The One-Sample t Test


Suppose that an SRS of size n is drawn from a population having unknown mean 
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. To test the hypothesis 
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In terms of a random variable T having t(n-1) distribution, the P-value for a test of 
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These P-values are exact if the population distribution is normal and are approximately correct for large n in other cases.
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Example The specifications for the CBS described in the previous Example state that the mixture should contain 2 pounds of vitamin permix for every 2000 pounds of product. These specifications are designed to produce a mean (
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) vitamin C content in the final product of 40mg/100g. We can test a null hypothesis that the mean vitamin C content of the production run  conforms to these specifications. Specifically, we test 
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Recall that 
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The t test statistics is
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Because the degrees of freedom are n-1=7, this t statistic has the t(7) distribution. 
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Figure. The P-value for Example.

Figure shows that the P-value is 2P(
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)=0.0005. Therefore, we conclude that the P-value is less than 
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=0.05, we can reject 
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 and conclude that the vitamin C content for this run is below the specifications.
Example For the vitamin C problem described in the previous example, we want to test whether or not vitamin C is lost or destroyed by the production process. Here we test
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The t test statistic does not change: 
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Figure. The P-value for Example.
As Figure illustrates, however, the P-value is now P(
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. We conclude that the production process has lost or destroyed some of the vitamin C.
Let’s look at Example 8.5 in our textbook (page 349).
8.5 Large-Sample Test of Hypothesis about a Population Proportion

In this section we consider inference about a population proportion 
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 from an SRS of size n based on the sample proportion 
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 where X is the number of successes in the sample.

	Large-Sample Significance test for a Population Proportion


Draw an SRS of size n from a large population with unknown proportion p of successes. 

To test the hypothesis 
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In terms of a standard normal random variable Z, the appropriate P-value for a test of 
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Example The French naturalist Count Buffon once tossed a coin 4040 times and obtained 2048 heads. This is a binomial experiment with n=4040. The sample proportion is
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If Buffon’s coin was balanced, then the probability of obtaining heads on any toss is 0.5. To assess whether the data provide evidence that the coin was not balanced, we test
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The test statistic is
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Figure  illustrates the calculation of the P-value. From Table IV we find
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The probability in each tail is 1-0.8106 = 0.1894, and the P-value is  
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Figure  The P-value for Example 8.2.

Example A coin was tossed n=4040 times and we observed X=1992 tails. We want to test the null hypothesis that the coin is fair- that is, that the probability of tails is 0.5. So 
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 is the probability that the coin comes up tails and we test
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The test statistic is
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Using Table IV, we find that
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Since P-value is larger then 
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